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Executive Summary
The National AI Strategy recognises 
that the impact of AI on the UK and 
the wider world will be profound over 
the next decade1. Algorithmic systems 
are increasingly used by Governments 
and businesses to make ‘automated’, 
data-driven decisions that are having 
far-reaching consequences on work 
and working people, business and 
communities. Existing regimes for 
regulation have been outpaced, 
requiring new proposals to ensure 
meaningful accountability, safeguard 
fundamental values and shape 
innovation in the public interest. 

This policy paper proposes algorithmic 
impact assessments as a systematic 
framework of accountability for 
algorithmic decision making to support 
the next phase of the AI Strategy. 
The UK Government recognises the 
need to build on new algorithmic 
transparency standards in the public 
sector,2 and is considering the merits 
of a unified impact assessment as a 
form of assurance for AI3. This briefing 
analyses existing models and case 
studies in the light of new evidence 
about use of algorithmic systems at 
work, highlighting key components to 
inform new regulation. 

New evidence suggests that the UK 
proposal should:

→	Establish a new corporate duty 	
	 to undertake, disclose and act 
	 on pre-emptive Algorithmic Impact 
	 Assessments (AIAs) in the public 
	 interest.

→	Ensure that this duty applies 
	 from the earliest stage of designing 
	 algorithmic systems.

→	Mandate rigorous ex ante 
	 assessment and ongoing evaluation 
	 of risks, impacts and anticipated 
	 impacts through deployment. 
	 This requires compliance with four 
	 essential planks for AIAs. 

→	Forefront assessment of impacts 
	 on equality and good work on 
	 people whose interests are likely to 
	 be affected.

→	Enable future development of 
	 context-specific protocols, guidance 
	 and standardised techniques and 
	 methods of evaluation, covering use 
	 of algorithmic systems at work.

The Institute for the Future of Work 
focuses on the frontier of changes 
to work but our insights and 
recommendations are relevant to the 
wider debate on AI governance and 
regulation. At a global level, the UNESCO 
Global Recommendations on the Ethics 
of AI in November 2021 forefronts the 
principles of human dignity, inclusive 
growth and social justice. This invites 
particular attention to the impacts of AI 
on work – and provides a normative basis 
for our framework of accountability.
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Introduction
Interest in algorithmic risk and impact 
assessments is increasing, as evidence is 
growing on the wide-ranging impacts that 
algorithmic systems may have, including upon 
access to, terms and conditions, and quality 
of work.4 This briefing introduces algorithmic 
impact assessments as a systematic framework 
of accountability for algorithmic decision-
making and decision support systems. Based 
on analysis of existing tools and case studies 
in the light of new research,5 we propose a 
regulatory framework that integrates individual 
and systemic approaches to accountability. 
Our proposal could shape the forthcoming 
AI White Paper, extend the remit of the Online 
Harms Bill or—as we propose is best—trigger 
a new, overarching Accountability for Algorithms 
Act.6 It also informs the Government’s current 
consultation on the GDPR: Data, a new 
direction.7   

This briefing builds on recent national and 
international work on algorithmic accountability 
from the Ethics Team at the Alan Turing 
Institute,8 Ada Lovelace Institute workshops, 
the CDEI’s Bias Review9 and APPG on the Future 
of Work’s inquiry into the New Frontier.10 
Draft amendments for potential legislation (V1) 
are attached at Annex 1, based on the insights 
in this paper.     

The Institute for the Future of Work focuses on 
the changing world of work. Work is the thread 
that connects people’s everyday experience 
with their communities, the economy and 
the state, public policy and private ventures. 
Addressing the challenges and opportunities 
of algorithmic systems at work is key in its own 
right, but a deep-dive into the work context 
acts as a lens to understand the implications of 
automated decision-making in multiple high 
stakes environments. Recent emphasis in 
AI Ethics on the social and economic impacts 
of algorithmic systems highlight the particular 
significance of considering the consequences 
for work and working people, suggesting policy 
and legislation must specifically consider 
this context.  

Our goal is to inform legislation to shape 
innovation in the public interest, safeguard our 
fundamental values and bring accountability to 
the algorithmic systems increasingly shaping 
people’s lives. 

What is an Algorithmic Impact Assessment? 

An algorithmic impact assessment (‘AIA’) 
should be seen as an overarching approach, 
as well as a procedure for risk management 
and accountability. An AIA focuses on key 
decision-making points in the design and 
deployment of an algorithmic system, requiring 
careful assessment of risks and impacts before 
real-world use. This ensures these socio-technical 
systems are human-centred and accountable, 
reducing risks and maximising benefits 
for people and society as a whole. AIAs are 
conceptualised and practiced very differently 
by companies, academics and policy makers, 
with the concept used to describe a range of 
accountability tools and processes across 
the spectrum of soft to hard governance. 
An AIA should integrate the technical, human, 
organisational and social elements of evaluation 
over time. AIAs can, and should, be applied to 
advance defined goals, such as the principle 
that AI should promote people’s wellbeing.

Why do we need a systematic framework 
of accountability for algorithmic 
decision-making?

The introduction of an AIA framework across 
the technology lifecycle could provide a unified 
approach to accountability for algorithmic 
decision making and a standardised mechanism 
to enable performance of the assessment 
in practice. Evidence in the work context 
demonstrates that technical approaches 
commonly deployed by technology companies 
before deployment of algorithmic systems are 
inadequate.11 Socio-technical approaches are 
needed which recognise and make explicit the 
human decisions that take place both before 
deployment, and within institutional contexts 
from conception of the system. AIAs have 
traditionally been used to identify harms but 
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there is increasing interest in their broader 
application, from shaping the design of an 
automated system to enabling action in 
response to an impact assessment. 

In the UK, policymakers are committed to a 
regulatory framework that offers meaningful 
accountability for algorithmic systems 
deployed in both private and public sectors 
and are considering AIAs as an instrument 
to deliver this.12 The framework should 
be guided by overarching principles and 
duties, supported by detailed guidance 
from the regulators, and at a sectoral level. 
This approach recognises a range of real 
and potential impacts that may be widely 
allocated and not immediately ascertainable, 
as new research in the work context 
demonstrates.13 An AIA framework should 
allow different methods and measures for 
their evaluation, as well as use of the full 
range of emerging tools for the governance 
of the AI ecosystem, including bias audits, 
regulatory inspection, voluntary algorithmic 
impact assessments and public transparency 
initiatives.14 It can also combine the best of 
existing impact assessments, including those 
for data protection, equality and human 
rights. 

With clear goals and essential standards 
established for evaluation, the AIA should 
enable articulation, better measurement and 
stronger accountability for such a range of 
impacts; shape design to take these impacts 
into account from conception through the 
technology life cycle; improve multi-layered 
transparency and explanation through 
record-keeping; enable context-appropriate 
response in ways which apply established 
principles; and allow for ongoing evaluation 
and improved iterations as practice, 
guidance and case law builds. 

Given the relative infancy of existing 
initiatives globally,15 the UK is well-placed 
to combine strengths in innovation and 
governance and lead in this crucial policy 
field to shape the global conversation on 
AI regulation and governance.

Insights on Algorithmic 
Impact Assessments

Our review points to the following insights on 
building a systematic regulatory framework for 
accountability grounded in algorithmic impact 
assessments:

→	Overarching principles should offer direction 
	 and normative baselines for evaluation by AIAs. 
	 This should be combined with procedural and 
	 substantive duties.

→	Primary legislation should specify essential 
	 requirements needed to fulfil the new AIA 
	 duties but not how these should be fulfilled. 
	 Regulation must allow for context-specific 
	 response as sectoral guidance is developed to 
	 avoid or ameliorate specific harms.

→	The AIA framework should span the value chain 
	 and innovation cycle, from concept, through 
	 design, procurement, deployment and any 
	 changes in use. Assessment must be dynamic 
	 and rigorous. 

→	The framework should not focus on the model 
	 or on content in any way that might restrict or 
	 obscure examination of evaluating a complex, 
	 socio-technical system or the practices behind 
	 their production, deployment and use. 

→	Mechanisms to pinpoint actors and 
	 stakeholders, and construct a system for 
	 ongoing engagement, are necessary to perform 
	 accurate ex ante and ex post facto evaluation 
	 of real-life impacts. This would ‘future proof’ 
	 the model by allowing for the discovery of 
	 new impacts. 

→	Boosted capacity and resources would enable 
	 the DCRF and regulators to investigate, certify 
	 and attach conditions to use of algorithmic 
	 systems; and to run AIA sandboxes to inform 
	 guidance. 

→	Existing regulatory requirements such as 
	 requirements for human rights, equality and 
	 data protection impact assessments, should  
	 be incorporated within the AIA ‘umbrella16.’ 

→	Impacts on good work need explicit attention 
	 in regulation and subsequent guidance. 



Human beings and 
organisations that use 
machines of this kind 
have to take responsibility. 
If we don’t design the future 
we want, the future will be 
designed by accident.
 Helen Mountfield QC, Expert in constitutional, human rights and equality law

 6

Quote taken from the APPG report, 
The New Frontier: Artificial Intelligence at Work
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We have identified three primary models 
of AIAs: the Questionnaire Model, the Data 
Protection Impact Assessment (DPIA) model 
and the Public Agency Model.17 Here, we 
describe the models and highlight key 
challenges and lessons learnt from each one.

 
Model 1 

The Questionnaire Model
 
The questionnaire model involves an AIA 
completed in question and answer format for 
public sector AI applications, and is reflected 
in the approach taken by Canada’s Directive on 
Automated Decision-Making 2019, stipulating 
that government agencies must complete 
an AIA before deployment of an Automated 
Decision System (ADS). The questions used by 
the Canadian AIA include motivation behind 
and the need for automation as well as the 
degree of explanation and human involvement 
in the system. A point scoring system is then 
used to create an assessment of risk level. 
This model employs questions that are fairly 
simple and invites short or yes/no answers 
rather than detailed statements or assessments 
(see appendices for sample).

Although only three AIAs have been published 
pursuant to the Directive in Canada, with 12 
further assessments expected for publication 
shortly, the Treasury Board of Canada 
Secretariat (TBCS) reports that undertaking the 
process has been helpful to raise awareness, 
identify challenges and enable a reflective 
exercise to consider the real purpose and 
intended outcomes. Making set requirements, 
without specifying the methodology, works 
well. Details of the assessment were not always 
reported to the public when they could be, and 
this might allay concerns. 

Peer review, triggered by higher risk 
environments, was helpful to deepen the 
evaluation. Other relevant assessments, such as 
a privacy assessment for data processing or the 
Canadian GBA+ -gender based analysis, have 
been included by adding specific questions to 
elicit these assessments. Impacts on work are 
not currently part of the assessment but the 
TBCS recognises this is a notable gap. 

The Canadian questionnaire model is 
light but some features appear to be 
working well, in particular the tiered 
approach to requirements as risk 
increases; peer review; and incorporation 
of other assessments required by law. 
A wider review of impacts is needed.

Model 2 

The DPIA Model
 
Data protection impact assessments (DPIAs), 
mandated in GDPR for data processing that is 
likely to result in a high risk to individuals, 
could serve as a model for an AIA. DPIAs as a 
governance mechanism are currently under 
review.18 Although DPIAs are aimed at protecting 
people from risks arising as a result of data 
processing, rather than algorithmic decision 
making, the focus in the GDPR on automated 
decision making, impact assessment and 
procedures for risk mitigation are instructive, 
noting the high levels of data processing 
ordinarily involved in Automated Decision 
Systems (ADS).19 The overarching principles of 
GDPR, including those of fairness, transparency, 
purpose limitation and accountability, offer 
overall direction. The principle of ‘data 
protection by design’ is a novel feature that 
explicitly requires consideration of data 
protection principles at concept and design 
stages. The Information Commissioner’s 
Office (ICO) recognises the need for an update 
of its employment practices code, which is 
underway.20

Building a systematic framework of accountability for algorithmic decision making Institute for the Future of Work

Types of AIA models
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Disclosure and external review of DPIAs are not 
required (although some responsible employers 
have started to disclose DPIAs on a voluntary 
basis)21 leading the DPIA model to fall short on 
public engagement. Without such disclosure 
and transparency about the fact, purpose 
and remit of an ADS system, it is difficult for 
people to understand or engage with relevant 
decisions.22 Although Article 35 (9) stipulates 
that data controllers ought to seek the views 
of data subjects where appropriate, there is 
no collective or individualised due process 
relating to this requirement under GDPR.23 The 
limitations of DPIAs have been noted in terms of 
promoting accountability and ensuring fairness 
in the work context.24 and the ICO is producing 
dedicated guidance to address the challenges of 
new and pervasive AI applications.25 

The principle-based framework of the 
DPIA offers a sound model for AIAs. 
The principle of ‘data protection by
 design’ is instructive. Well-recognised 
limits of DPIAs, including disclosure, 
remit and stakeholder engagement 
could be addressed by legislating for an 
overarching AIA. 

Model 3 

The Public Agency Model 
 
The most comprehensive AIA model is the public 
agency model that formalises relationships of 
accountability between public agencies to the 
public and to regulators, through the ongoing 
exercise of transparency, stakeholder dialogue 
and regulatory compliance.26 Its primary 
elements have been proposed and endorsed by 
the European Parliamentary Research Service 
(EPRS).

The public agency model involves a number of 
ex ante risk assessment procedures of varying 
levels of stringency. Unlike DPIAs, the public 
agency model features a great degree of public 
engagement, both through the disclosure 
of information, solicitation of feedback and 

Policy Briefing  due process challenge period for impacted 
communities.27 This approach could be adapted 
to differing levels of AI risk, types of organisation 
and accountability requirements, and for the 
private sector. Research on use of algorithmic 
systems at work points to the erosion of sharp 
distinctions between the private and public 
sectors, given design and procurement of AI 
systems tend to originate in the private sector.28 
The public agency model has not been applied 
to work or private applications to date. 

The public agency model points to the 
advantages of establishing an ongoing 
process for evaluation, alongside wider 
consultation, that would enable dynamic 
and responsive monitoring of impacts and 
harms. The pre-emptive procedures and 
tiered approach outlined are instructive.

The structure and requirements of most AIA 
models derive from existing public interest 
impact assessments (IAs), particularly data 
protection (‘DPIA’) and human rights (‘HRIA’). 
These assessments share a number of 
components designed to measure the impacts 
of automated decision-making systems (‘ADS’) 
against predetermined metrics and to create 
accountability through the formalisation of 
relationships between corporations, affected 
stakeholders and regulatory forums. AIAs can 
either be required through legislative mandate, 
solicited voluntarily as a function of reputational 
or corporate responsibility-based concerns, or in 
response to proven harms.29
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Precise risk thresholds for the initiation of an 
AIA are an area of practical concern, as case 
studies in the work context show30 and gap 
in the literature, as scholars make almost no 
reference to requirements for triggering an AIA. 

The proposed Algorithmic Accountability Act 
201931 in the United States requires AIAs when 
ADS are implemented which affect certain 
sensitive domains of people’s lives. Similarly, 
the EU AI Act employs thresholds of risk. 
Generally, ‘high risk’ or ‘sensitive’ processing 
is said to involve impacts on the legal or other 
interests of individuals, processing of personal 
data, or would otherwise have ‘significant 
effects’ on a person’s life circumstances, 
especially where vulnerable individuals are 
involved. This would include impacts on access 
to work, pay, terms and conditions and quality 
of work.32 

The Canadian model requires completion of an 
AIA if an ADS is used to recommend or make any 
administrative decisions in the public sector, 
including when used as support for human 
decision-makers.33 Although this classification 
is broad, the Treasury Board of Canada 
Secretariat (TBCS) report that, in practice, AIAs 
are required for ADS which make decisions 
about individuals, impacting on their rights, 
access to services or regulatory action.34 The 
use of ADS for automating workflows that do 
not target individuals or corporations are not 
currently within scope of the Directive, although 
the TBCS are actively seeking to extend it to 
require consideration of impacts on work in 
light of recent evidence on impacts. The TBCS 
report that all published and ongoing AIAs have 
been assessed as risk 2/3, with neither low nor 
high risk cases recognised.
 
Guidance refining the risk-based approach 
taken by DPIAs in Article 35 of GDPR offers 
some inspiration, notwithstanding criticism for 
requiring too high and uncertain a threshold for 
assessment, leading to inconsistent application. 

When should an AIA be triggered?   

DPIAs are required when personal data 
processing is likely to result in a ‘high risk’ to an 
individual’s fundamental rights and freedoms.35 
The EDB has confirmed this means decisions 
that ‘significantly affect’ individuals including 
decisions that affect the circumstances of 
the individual for a prolonged period, and 
financial impacts. This means that decisions 
about recruitment, pay, work allocation, terms 
and conditions would all be covered, as IFOW 
analysis demonstrates.36 Less obvious uses 
which impact on job quality include social 
scoring in recruitment algorithms, systematic 
monitoring, the use of biometric data and/
or location-based tracking, all of which meet 
definitions of high risk outlined by ICO and 
Article 29 Working Party guidance.37 

Fundamentally, the initiation of an AIA must 
accord with an understanding of how and 
when an ADS can be appropriately adjusted 
or its harms mitigated, before significant or 
irreversible elements are put into place.38

Examination of ‘triggers’ suggest that AIAs 
should be routinely undertaken in work 
context and whenever there is a risk of 
impact on access, fundamental conditions, 
or the nature of work. Given particular 
challenges raised by AI, including the 
scale, reach, and predictive capacity of AI 
applications,39 there are strong grounds 
for requiring an AIA for any use of AI in 
a work environment. In such sensitive 
environments, the value of a risk-based 
threshold is very limited. AIA triggers 
invite specific attention and guidance 
from the regulators in any event, once 
legislators establish an appropriate 
threshold in principle.



Companies should be 
required and encouraged 
to consider and remedy 
any adverse impacts as 
soon as possible in the 
innovation cycle, not 
post event. The opportunity 
is for the UK to do better, 
and lead globally.
 Tabitha Goldstaub, Chair of the UK Government’s AI Council

Quote taken from the APPG report, 
The New Frontier: Artificial Intelligence at Work

10
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Recognising how these human choices 
determine impacts is critical to overcoming 
the regulatory lacuna in governance, 
particularly in the AI context. There is a lack 
of clarity in popular writings on the character 
of the AI “black box”. On the one hand, this 
refers to the proprietary protectionism of 
firms that are attempting to safeguard their 
intellectual property by not disclosing details 
about their software and computer code. 
This intentional lack of transparency is often 
cast as financially prudent and strategically 
necessary in competitive innovation 
environments. But it may also be used to set 
up unjustifiable roadblocks to sensible 
regulatory oversight and evade reasonable 
expectations about public-facing assurance 
of fair practices. 

Overall approach 

Although the models for AIAs vary in focus and 
comprehensiveness, AIAs generally conform to 
a 4-stage process.40 This section explores these 
stages in more detail, drawing out insights from 
applications at work to inform the details of our 
regulatory model.

Impacts from algorithmic systems are 
determined by human decisions throughout 
the entire life-cycle of a product.41 Some 
impacts will be better detected before, or after, 
the product is deployed, as analysis in the 
work context demonstrates. While impacts on 
equality can be significantly shaped by human 
decisions in-product refinement,42 impacts 
on broader dimensions of good work—such 
as learning, dignity and autonomy— may only 
become visible through choices made during 
implementation. 

Identifying individuals 
and communities who 

might be impacted

Undertaking and ex ante 
risk and impact analysis

Taking appropriate 
action in response to 
the ex ante analysis

Continuous evaluation 
to ensure assessment 

and appropriate action is 
ongoing and responsive

Figure 1: The 4 stage AIA process

Developing the AIA process
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Stage 1 

Identifying individuals and 
communities who might be 
impacted 
 
Stage 1 of an AIA consists of identifying those 
who might be impacted by automated decision-
making. 

Proposals regarding procedures for identifying 
impacted groups are sparse in the AIA 
literature.44 The Alan Turing Institute suggests 
employing a ‘stakeholder impact assessment’ 
which identifies affected stakeholders in the 
first instance, by considering which groups 
and individuals are negatively impacted by 
the ADS, with particular attention to the most 
vulnerable.45 The use of ‘Human Impact 
Statements’ has also been suggested, involving  
comparative population analysis of impact.46 
Potentially impacted populations and their 
status-based categories, such as race and 
gender, are identified, before the potential 
impact of uncertainty or statistical error on 
these sub-populations is assessed.47 This 
methodology sketches out how impact on 
relevant populations ought to be considered but 
falls short of pinpointing the relevant affected 
communities.

On the other hand, the AI “black box” refers 
to the barriers to understanding that complex 
algorithms pose. This kind of opaqueness 
may lead to the setting up of a different sort of  
obstacle to regulatory intervention as human 
agency is ceded to “smarter” machine learning  
systems. This perspective is not supported by 
the literature: human decisions determine the 
design objectives of even the most advanced 
machine learning tools.43

Defining the 
outcome

1

Choosing the 
variables

3

Embedding
your AI model 

7

Choosing your 
AI model

5

Identifying 
data sources

2

Choosing 
optimisation 

criteria

6

Assembling 
the training 

data

4

Figure 2: Key decision-making points (with thanks to Dr Logan Graham)

Making 
adjustments

10

Choosing your 
auditing tool 
and method

8

Evaluating
results

9



13Building a systematic framework of accountability for algorithmic decision making Institute for the Future of Work

Policy Briefing  Once relevant impacted populations have 
been identified, engagement with these 
communities can take place. Types of 
community engagement procedures include 
public comment periods, focus groups, surveys 
and representative boards.48 In the literature, 
community engagement is largely addressed 
through reference to engagement with the 
wider public through public disclosure of 
information, with less reference to engagement 
with impacted communities, however defined. 
Typically, communities of interest are framed in 
broad terms, such as the consumer or citizen, 
as opposed to workers or specific algorithmic 
subjects. 

Lessons from Human Rights Impact 
Assessments (HRIAs)

Identification of affected stakeholders has 
received more treatment in the human rights 
literature, especially through Human Rights 
Impact Assessments (HRIAs), which are 
gaining traction in popularity and attention.49 
In guidance on conducting HRIAs, the UN 
highlights the methodology of impact zoning, 
recommended by the World Bank, which seeks 
to identify individuals affected at each stage of 
business projects.50  

Impact zoning involves the following steps:

i) 	 Sketching of key design components of the 
	 project that may cause social or 
	 environmental impacts. These impacts give 
	 rise to ‘impact zones’.

ii) 	Identify and overlay broad stakeholder 
	 groups over the impact zones. 

iii) Consult with stakeholder representatives 
	 and verify which groups are affected by 
	 which impacts. 

iv)	Further consideration of particularly 
	 vulnerable groups by identifying the groups 
	 which may be disproportionately affected by 
	 business activities due to their disadvantaged 
	 status.

These guidelines are sparse in detail, probably 
because identification of affected groups is a 
highly context-dependent exercise. However, 
the broad principles of the identification of 
disadvantaged groups and consultation with 
stakeholder representatives and are instructive 
for the design of AIAs.51 

Identifying the individuals and communities 
who might be impacted will also form the 
basis for multi-stakeholder engagement 
and participation through the process of 
assessment.52 

The identification of affected communities, 
particularly the most vulnerable, represent  
a gap in the literature. More needs to be 
done on the design of methodologies to 
identify the relevant impacted individuals 
and communities of automated decision-
making, with lessons to be drawn from 
human rights impact procedures.
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Undertaking an ex ante risk and 
impact analysis 
 
The second stage of the AIA is a risk and impact 
analysis undertaken before deployment of 
the ADS. 

IFOW case studies and literature review 
demonstrates that analysis should start 
with an overview of the system including its 
purpose, scope, intended use and potential 
implementation timeline. In the work 
context, this has been shown to be necessary 
to encourage thoughtful use, understand 
impacts and avoid work places becoming 
sites of experimentation.53 A clear definition 
allows the developer to clarify the preliminary 
details of an ADS, including which parts of the 
greater workflow are automated and which are 
human-controlled, overseen or supervised. 
In practice, a statement of purpose setting 
out the capabilities, remit and proposed 
outcome is more useful to many stakeholders 
than details of programming, variables or 
validation, although in-depth assessment will 
need full access.54 

Next, the analysis is implemented through either 
an internal self-assessment of the system or an 
external commissioned assessment conducted 
by a third-party organisation to evaluate 
potential impacts on stakeholders, such as 
inaccuracy, bias and other harms. 

There is no universal methodology for 
conducting the risk and impact analysis, 
although we have identified common elements 
in proposed AIA frameworks, including the use 
of internal or external auditing, quantitative 
and qualitative methodologies, and various 
measurements of impact. As impact is 
contextually defined, metrics and thresholds 
of risk and impact may vary. Public disclosure 
of information could be hindered by opaque 
language by entities seeking to fulfil compliance 
requirements without being fully transparent.55  

The model of ‘datasheets for datasets’ promotes 
transparency through the accompaniment of 
datasets with information sheets on dataset 
motivation, composition, intended uses and 
so forth.56 To maximise the effectiveness of 
disclosure of information, so that appropriate 
courses of action can be undertaken by the 
appropriate actors, a tiered system of public 
disclosure has been proposed, where layman’s 
summaries giving prescribed information are 
released to the public, while sensitive and 
detailed technical information may be withheld 
or redacted until a permitted request for 
further information is made, or the regulator 
requests it.57

The entity should publish the purpose, 
scope, intended use of the ADS. The entity 
should also disclose and explain the 
approach adopted; stakeholders affected 
or likely to be affected; impacts mitigated, 
and those addressed; and basic details 
about the AIA process itself. The step 
must be aimed at identifying pre-emptive 
actions.
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Internal auditing is conducted by individuals 
internal to the organisation, who have full 
access to the models, training data and key 
employees.58 Insiders may sometimes be the 
best candidates for early detection of problems 
in the development of ADS.59 As established 
norms in the algorithmic auditing world are 
sparse, there is high variance in the depth 
and quality of internal auditing. Raji proposes 
an end-to-end internal auditing framework, 
intended for integration with product life 
cycles, that bears much resemblance to the 
public agency model and the hiring Equality 
Impact Assessment (EQIA).60 Raji’s framework 
stresses the inclusion of internal knowledge 
and documentation, such as the principles, 
values and ethical objectives embodied in the 
development process. 

Article 43 of the proposed EU AI Act mandates 
internally conducted ex ante risk assessments 
by providers of high-risk systems only, as part 
of the conformity assessment procedure. 
Although elements of the public agency model 
have been incorporated, including disclosing 
the purpose of the system, methods and key 
design choices, conformity assessments have 
been roundly criticised for having inconsistent 
thresholds, overreliance on internal auditing, 
and paying inadequate attention to those 
affected by AI systems.61 Article 61 mandates 
post-market ‘monitoring plans.’ As a general 
heuristic, internal auditing incurs less external 
credibility but may grant better access, while 
external auditing grants less access but more 
robust external accountability.62
	
External auditing involves a third party auditor 
who is able to access parts of the ADS such 
as the outputs and the backend.63 This can 
be done by the regulator or by a contracted 
third party. Regulators must be permitted to 
undertake full investigations with access to 
source codes, training datasets, methodologies, 
processes and techniques, as highlighted in 
IFOW’s Machine Learning Case Studies.64 
The regulators must also be able to undertake 
the range of technical and non-technical audits 

and ongoing monitoring themselves, including 
code, scraping and API audits, as highlighted by 
the Ada Institute and Reset.65  

Legislative norms and requirements for third 
party auditors could establish a healthy 
ecosystem for external AIAs and audits66 by 
specifying bottom lines and level of access to 
encourage high standards, formalise external 
access privileges and prevent adversarial 
behaviour on the part of organisations. 
This ecosystem must enable such assessment 
by non-profit independent academic labs 
and civil society organisations, as well as the 
private sector. The specification dilemma has 
been coined to illustrate the invocation of 
model parameters to counter the findings of 
external auditors, who may not be granted 
full access to internal design specifications. 
However, authorised bodies could be granted 
full access on terms, which may enhance 
both accountability and reach to support 
innovation.67 

In practice, key human decision making stages68  
will sit across varied organisations. In this 
context different parts of an impact assessment 
will be conducted ‘internally’ or ‘externally’. 
Transparency and cooperation obligations 
across the supply chain will be required so that 
requests for relevant information or to make 
reasonable adjustments can be implemented.69

There are advantages of internal audits, 
but legislation must enable high quality, 
independent, external audits. Given 
current limitations of both, new 
requirements for auditing as part of the 
AIA must be combined with additional 
investigative powers to ensure regulators 
have full access to all relevant information 
and may undertake technical and 
non-technical interrogation where 
appropriate. 
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Types of audit, metrics and methodological 
approach abound.70 Some variables, and 
interpretations of fairness, are better suited to 
quantification but methodological variables 
cannot and should not delimit the scope of 
impact assessment. Broadly, audits can be 
differentiated by their quantitative or qualitative 
leanings. 

Quantitative ex ante audits are typically 
conducted to test the accuracy of models 
and frame subjective questions of ‘bias’, or 
comparative outcomes between groups, 
as statistical metrics.71 Quantitative audits 
are typically performed following system 
deployment (if at all) but can be delivered 
ex ante through using simulated testing 
environments or examining prior use cases.72 
IFOW’s AI and Hiring paper and the CDEI 
Bias Review identify the limitations and 
inconsistencies of technical auditing in isolation, 
as well as the need for consistent, open 
and shared approaches to addressing bias, 
fairness and inequality. Particular attention 
must be given to auditing for equality, based 
on a comprehensive understanding of how 
this is distinct from ‘bias’ in relation to data 
processing.73

Qualitative ex ante audits involve the collection 
of qualitative data from developers, users and 
affected communities to draw a more holistic 
picture of impact. Information that could be 
obtained from organisations and development 
teams include justifications, assumptions, aims, 
wider organisation processes and culture, in 
the form of statements, declarations, interviews 
and ethnographic methodologies.74 The use of 
qualitative data is intended to distil quantitative 
information such as model parameters and 
data processing in a descriptive, plain-language 
format, as well as uncover the reasoning and 
assumptions behind developer decision-making. 

Several scholars propose an approach of 
rigorously examined alternatives, such as 
alternative variables, methods of assessment 
and mitigation, including the alternative of 
taking no action.75 The sketching of alternatives 
is intended to allow external reviewers a greater 
understanding of the available options at hand 
to contextualise developer decision-making. 

Both quantitative and qualitative methods 
must be part of an effective AIA. Auditing 
for equality needs particular mention and 
attention in new regulation. 

Measurements of impact and identifying harms

A variety of processes and impacts across 
the lifecycle of the ADS can be evaluated to 
produce risk assessments. Six primary types 
of transparency have been identified, which 
could constitute different parts or types of risk 
assessment.76 Disclosures should therefore 
include explanations of decision rationale; 
responsibility and chains of development, 
management and implementation; data and 
how it has been used for decision-making; 
fairness, including procedures to mitigate 
bias and assessment of whether individuals 
have received equal treatment; safety and 
performance, primarily in reference to technical 
indices such as accuracy and robustness; and 
impact, including monitoring procedures and 
impacts on individuals or society. 

The definition and analysis of impact and harm 
on affected communities does not have strong 
norms and are likely to be subject to normative 
contestation. Ultimately, defining harm is 
a normative exercise with little regulatory 
precedent.77 There is a lack of a universal 
definition of fairness, for example, and there 
are trade-offs and conflicts between differing 
statistical interpretations of fairness, as well as 
between desirable outcomes such as fairness 
and accuracy.78 This suggests normative 
uncertainty around ‘fairness’, pointing to 
the need for both qualitative auditing and 
participatory mechanisms to enable normative 
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Policy Briefing  evaluation and analysis of risk and impact. 
In the light of this, the EPRS recommends 
focusing on allocative and representational 
harms.79  

Identifying potential harms through 
international human rights standards has been 
proposed80 and there is growing interest in 
mandating human rights impact assessment as 
part of AIAs.81 Our review suggests that human 
rights impact assessments may offer a familiar 
lens through which to start identifying impacts, 
noting that many common harms derive from 
a rights-based framework. The Turing Institute 
has made detailed proposals to inform best 
practice, which would support this approach.82 
However, it is not exhaustive and likely to miss 
collective and some intersectional harms. 
This means that assessment should start with 
evaluation of impacts on human rights, equality 
of opportunity and disparity of outcome, and 
go on to consider other impacts that may not be 
caught by a human-rights based approach, such 
as security of information when data processing 
is not involved, and socio-economic and place-
based disadvantage. 

It can be challenging to identify the origins 
and source of adverse impacts, especially when 
ADS tend to have complex supply chains.83 
Where proxies are used to classify individuals, 
mixed expertise is required to identify how 
such proxies might be enacting bias. This is 
why qualitative ex ante auditing is important 
for uncovering intentions, assumptions and 
purposes of a system. 

IFOW research suggests that the harms that 
are most relevant in a work context are those 
deriving from legal and socio-economic rights 
and principles established under national and 
international law, applied and synthesised in 
the Charter of Good Work.84 These are protected 
in the International Covenant on Economic, 
Social and Cultural Rights, among other legal 
instruments.85 A sharp focus on work is also 
consistent with a recent emphasis on the social 
and economic implications of algorithmic 
systems in AI Ethics. We note that some 
measures for wider dimensions of work quality 
have already been developed, for example 
wellbeing measures in relation to auditing 
autonomous systems.86 The Charter could 
therefore be used as a checklist of impacts on 
work, with metrics developed to combine these 
approaches (rights-based, social and economic 
interests and wellbeing measures). Standardised 
metrics, methods and techniques can be 
developed over time.87 

Equality as a case study for risk and impact 
analysis

AI at Work offers huge potential to understand 
and correct historic patterns of inequality, if 
this is prioritised as an objective within the AIA 
framework. However, AI models are trained on 
data that reflects past patterns of behaviour 
and allocations of resource, and can therefore 
project these patterns of inequality into the 
future at an unprecedented scale and pace, 
unless this is consciously corrected for.88  

While research on the best approach and 
methods to counter the reproduction of 
inequalities is in progress, current work broadly 
supports a three step process to identifying 
and mitigating relevant risks to equality of 
opportunity and outcome on individuals and 
groups.89 These steps should be integrated 
into the AIA process. The literature suggests 
that there are several, viable approaches 
to assessment for each step, which point to 
regulation setting a broad goal and matters 
which must be considered. Precise definitions, 
remit or methodology should be disclosed 
but not mandated, and detailed guidance 
must follow. 
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Taking appropriate action in 
response to the ex ante analysis 
 
Both the literature review and case studies 
point to the importance of establishing a 
process for AIAs aimed at enabling appropriate 
mitigation. Existing tools have not been built 
for this purpose, which points to the need for 
clear regulation, with better tools and guidance 
to support practical applications.92 This should 
start with requirements for such a process, and 
the formulation of a plan. There is a sound case 
for this to allow access to external researchers, 
in both the technical and social science fields, 
to review the system once it is deployed.93
	
Public engagement may help identify priorities, 
routes and trade-offs, enabled through public 
comment periods and external researcher 
review.94 The organisation could publish the 
AIA as a single document with one subsequent 
participation period, or divide the process into 
separate publication and participation periods, 
structured according to the public agency 
model components (definition, disclosure, 
self-assessment/external audit and meaningful 
access). In response to public or stakeholder 
comment, the organisation can make further 
reasonable adjustments to the ADS model or 
organisation policies to address concerns.

The public agency model invites release of 
the final version of the AIA, allowing for public 
challenge in the case of failure or inadequacy to 
mitigate issues raised in the public participation 
period. A due process challenge period should 
be implemented where the public, particularly 
affected communities, have a further 
opportunity to bring concerns to an oversight 
body, regulatory agency, or in the courts if none 
or insufficient action is taken.95

Firstly, risks, impacts and anticipated impacts 
on groups with shared protected characteristics 
would be examined. This reflects the current 
approach in rights-based frameworks, in 
particular the Equality Act, as highlighted by 
Robin Allen QC and Dee Masters.90  

Secondly, the AIA would require due regard 
to the desirability of reducing inequalities 
of outcome resulting from socio-economic 
and place-based disadvantage, given 
well-established limitations of assessing 
equality only by reference to single, protected 
characteristics, as recognised in the CDEI’s 
Bias Review.91 The model in s1 Equality Act 
is instructive here.  

Lastly, a wider review would be made in 
response to evidence emerging from the 
participatory forums and unrestricted by 
specific, anticipated outcomes. Future-proof 
regulation must allow for assessment and 
response to new and unexpected impacts. 
   

New AI capabilities require that particular 
attention is given to assessing equality 
of opportunity and outcome, especially 
with regard to socio-economic and 
place-based disadvantage. Existing legal 
models, combined with requirements 
for participatory mechanisms, offer 
alternatives to requiring proof of 
causation.
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Continuous evaluation to ensure 
assessment and appropriate 
action is ongoing 
 
The final stage of the AIA is to ensure continuous 
evaluation. Various forms of impact will only 
be identifiable once a system is deployed in 
practice. For this reason, the recommendation 
of ongoing monitoring of algorithmic systems 
is a near-universal recommendation amongst 
scholars. Once new impacts are identified, 
new mitigations should be put in place. 
This approach recognises a wide range of 
potential impacts, which may be evaluative, 
representative widely allocated. Research on the 
‘gigification’ of work suggests that these may 
only become apparent over time and can be 
profound, observed across all 10 dimensions of 
good work.101 

Establishing a mechanism for ongoing 
evaluation will enable participatory and reflexive 
exercises to deepen understanding of impacts 
and potential mitigative measures that are 
responsive to the context at hand.102 This will 
enable improved iterations of the assessment 
as practice, guidance and caselaw builds on 
conducting AIAs in the public interest.

IFOW case studies and the literature suggests 
that an AIA process should be dynamic and 
renewed in their entirety on a regular basis, such 
as every year or two years, and when there is a 
change of purpose or remit of the algorithmic 
system.103 Machine Learning case studies 
suggest that specific triggers should include:

→	Any ‘further processing’ of data;

→	Any new third party interactions;

→	Any change of use within the system, 
	 which employers should persistently track;

→	Any addition of new datasets/sources.

The literature points to the particular challenges 
of establishing causation for representational 
and allocative harms, in particular, where large 
numbers of people and entities are involved.96 
This challenge could be addressed in regulation 
by drawing on the legal model of contributory 
negligence, where there is a wide measure of 
judicial discretion to explore factors relevant 
to causation and apportion ‘just and equitable’ 
compensation in the circumstances of the 
case.97 Relevant facts and material would have 
to be considered, subject to caveat of availability 
if reasonable steps are taken to obtain it, an 
approach which draws from the UK’s model 
of judicial review.98 The recent landmark case 
on environmental harms is also instructive, 
pointing to the importance of actual and 
imputed knowledge, and of published guidance, 
by the UN in the case of Shell.99   

This points to the value for business, as well 
as stakeholders, in establishing a thorough 
process and transparent, effective mechanisms 
to enable consultation and wider evidence-
gathering so that harms and other impacts 
are understood, identified and considered 
in practice, followed by context-specific 
adjustments. Reasonable adjustments should 
take into account the resources and capabilities 
of an organisation, alongside proximity to 
the harm and its severity, as modelled by the 
law requiring reasonable adjustments for 
disability.100 Detailed guidance on matters to 
be taken into account and trade-offs should 
follow, once the principle is established. 
Overall, adjustments should advance 
application of the overarching principles.
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As a practical response to 
this deficit of responsible 
foresight, I implore you to 
consider mandating regimes 
of impact assessment.
 Dr David Leslie, Ethics Theme Lead at The Alan Turing Institute

Quote from the APPG on the 
Future of Work’s inquiry into the New Frontier.
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As algorithmic systems are increasingly used by governments and businesses to 
make automated, data-driven decisions, legislation must not only keep pace with 
these changes but future-proof mechanisms for accountability and shape future 
directions in the public interest. 

This proposal comes at a time when global agreement on AI Ethics marked by 
the UNESCO guidance this month provides a normative basis for codification of 
a principle-based framework in regulation grounded in new duties to undertake 
and act on AIAs. Based on insight from the world of work, our briefing has shown 
why and how AIAs could become an overarching framework for the assurance and 
accountability of algorithmic decision making and support systems. This approach 
would allow the UK Government to achieve the vision of the AI Strategy and lead 
in setting global standards for the development of responsible technology in the 
work place and beyond. 

Conclusion
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Annex 1  	 Draft amendments on AIAs104 

Statement of purpose

(1)	 Any organisation applying a relevant algorithmic above must make a statement of purpose 
	 including 

	 (a) a summary description of the algorithmic system

	 (b) its capabilities, remit and proposed applications 

	 (c) how to access further information 

(2) 	The statement of purpose made under (1) should be available 

	 (a) in public annual and regulatory reports.

	 (b) on request of any person or group of persons under s1

(3) 	An organisation applying a relevant algorithmic system must notify a person and any designated
	 representatives of the statement of purpose where any decision has been made concerning:

	 (a) hiring and access to work

	 (b) pay or work allocation

	 (c) monitoring or evaluation of performance 

	 (d) discipline or termination of work

Tiers of disclosure 

(1)	 A party should record documentation relevant to development, procurement and/or application 
	 of an algorithmic system including 

	 (a) the identification of third parties contracted 

	 (b) the outcome proposed

	 (c) the programming, training methodologies and data used

	 (d) the techniques used to test and validate the system

	 (e) the variables and weighting of variables selected to predict, rank or classify the outcome 

	 (f) any trade offs between different measures and given rationale

	 (g) any organisational policies and processes relevant to procurement and applications of 
	        the system 

(2)	 person with a relevant interest, right or freedom may request a summary statement of the
	 matters documented under a, b and g at any time after deployment of the system

(3)	 On receipt of a summary statement, a person or designated representative of a group of persons 
	 with a relevant interest, right or freedom may request a written explanation of how the summary 
	 statement under s2 applies to him within 3 months of receipt of the statement.

(4)	 Prescribed organisations may request copies of relevant documentation identified for the purpose 
	 of research, development or undertaking an independent algorithmic impact assessment. 

(5)	 Nothing in this section detracts from any other rights and duties for record, inspection or disclosure. 
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Annex 1  	 Algorithmic Impact Assessments

(1)	 Prior to use or procurement of relevant algorithmic system an organisation is responsible for 
	 completing an Algorithmic Impact Assessment in a form prescribed by regulations made under 
	 this Act.

(2) 	The Algorithmic Impact Assessment must be reviewed and updated at regular intervals of every 
	 2 years and/or when the functionality, or the scope, of the automated decision system changes 

(3) 	The Algorithmic Impact Assessment must: 

	 (i)	 identify the person and groups of persons sharing a relevant interest

	 (ii)	 analyse the risks and impacts of the system including impacts on

		  (a)	equality of opportunity, disparity of outcome and human rights 

		  (b)	safety, privacy and security whether or not personal data is processed

		  (c)	good work

		  (d)	any other adverse impacts identified in the course of the assessment process and/or 
				   subsequent monitoring

	 (iii)	 include a technical audit 		

	 (iv)	 provide a statement of the period for wider consultation and process for stakeholder 
		  participation 

	 (v)	 identify potential adjustments or other steps that could be taken in response to  
		  the evaluation 

(4)	 Any person with a relevant interest, right or freedom may request a summary Algorithmic Impact
	 Assessment at any time after deployment of the system

(5)	 The organisation undergoing the assessment should take into account any guidance and/or tools 
	 for Algorithmic Impact Assessment published by the CDEI, DCRF or regulators. 

(6)	 Nothing in this part detracts from existing regulator or governance obligations for impact 
	 assessment although the algorithmic impact assessment may operate to discharge these 
	 obligations.

(7)	 In this section ‘good work’ means work with provides or promotes:

	 (a)	fair access

	 (b)	fair pay 

	 (c)	fair terms and conditions

	 (d)	equality

	 (e)	dignity

	 (f)	 autonomy

	 (g)	physical and mental wellbeing

	 (h)	access to institutions and people who can represent workers’ interests 

	 (i)	 participation to determine and improve working conditions

	 (j)	 access to facilities for career guidance and training
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Duty to co-operate

(1)	 An organisation required to record documentation must in contracting with any party to develop, 
	 procure of apply any part of the algorithmic system (‘a contracted party’) secure agreement by the 
	 contracted party to provide on request by the organisation 

	 (a) the documentation required in order to produce an Algorithmic Impact Assessment [see above]

	 (b) the documentation required in order to take reasonable steps [see above]

(2)	 A party’s duty to record documents is limited to documents which are or have been in his control 

	 For this purpose a party has or has had a document in his control if – 

	 (a)	 it is or was in the organisation’s possession

	 (b)	the organisation has or has had a right to possession of it or

	 (c)	 the organisation has or has had a right to request, inspect or take copies of it.

(3)	 Organisations may redact material that is commercially sensitive and irrelevant to the decision 
	 under consideration except under s 4 of this section 

(4)	 The Digital Cooperation Regulation Forum or individual regulators may request all documentation 
	 and other information from any organisation or party contracted to undertake any part of 
	 development, procurement or application of a relevant algorithmic system.

Reasonable steps

(1)	 An organisation with responsibility for a relevant algorithmic system must 

	 (a)	only consider relevant information recorded [under disclosure provisions]

	 (b)	consider technical and non-technical mitigation or other actions [under algorithmic 
		  assessment procedure]

	 (c) 	take reasonable and proportionate steps to mitigate risks, address harms and promote 
		  benefits in the circumstances of the case including the size, resources, capabilities, 
		  severity of harm and proximity of the organisation to any adverse impact identified 

(2)	 In determining reasonable steps under s 1, an organisation with responsibility for an algorithmic
	 system person must have particular regard to 

	 (a)	 impacts on vulnerable persons or groups that may be disproportionately affected 

	 (b)	the desirability of reducing inequalities of outcome which result from socio-economic and/or 
		  place-based disadvantage 

	 (c)	 the desirability of promoting the international reputation of the United Kingdom and businesses 
		  in the UK for responsible innovation and adherence to the United Nations Sustainable 
		  Development Goals and the UNESCO Agreement on Artificial Intelligence



Designing for accountability

(1)	 A relevant algorithmic system must be designed to take into account 

	 (a)	 interpretability of decisions made or supported 

	 (b)	 equality of opportunity, disparity of outcome and human rights

	 (c)	 safety, privacy and security of personal information

	 (d)	 good work

(2)	 In this section ‘good work’ means work with provides or promotes::

	 (a)	fair access

	 (b)	fair pay 

	 (c)	 fair terms and conditions

	 (d)	equality

	 (e)	dignity

	 (f)	 autonomy

	 (g)	physical and mental wellbeing

	 (h)	access to institutions and people who can represent workers’ interests 

	 (i)	 participation to determine and improve working conditions

	 (j)	 access to facilities for career guidance and training
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Relevant algorithmic systems 

(1)	 This Part applies to any algorithmic system developed, procured or applied by an organisation six 
	 months after the date on which this Act is passed where there is a reasonable prospect of engaging 

	 (a) a person’s interests, rights and/or freedoms 

	 (b) a group of persons sharing an interest under (a) 

(2)	 Relevant algorithmic systems include any system, tool or model that is developed, procured or 	
	 applied to make or inform a decision relating to 

	 (a) access, terms or conditions of work

	 (b) tasks undertaken at work

	 (c) opportunities for learning, promotion or other benefits 

	 is a relevant algorithmic system under this section.

(3)	 Any algorithmic system involving supervised, unsupervised or reinforcement machine learning 	
	 procured or deployed at work 

	 is a relevant system under this section.

(4)	 Nothing in this Part detracts from other duties, rights, freedoms or interests of a person in any 
	 other primary or secondary legislation relating personal data, employment or social protection.
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Annex 2 The Good Work Charter

1	 Access 			 
	 Everyone should have access to good work

2	 Fair pay		
	 Everyone should be fairly paid

3	 Fair conditions		
	 Everyone should work on fair conditions set out on fair terms

4	 Equality	 	
	 Everyone should be treated equally and without discrimination

5	 Dignity			 
	 Work should promote dignity

6	 Autonomy	 	
	 Work should promote autonomy

7	 Wellbeing	 	
	 Work should promote physical and mental wellbeing

8	 Support		
	 Everyone should have access to institutions and people who
	 can represent their interests

9	 Participation		
	 Everyone should be able to take part in determining and 
	 improving working conditions

10	 Learning		
	 Everyone should have access to lifelong learning and 
	 career guidance 
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